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On the Application of the Blocking Island Paradigm
in All-Optical Networks
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Abstract—In this paper, we investigate the problem of routing
and wavelength assignment as well as the problem of the placement
of wavelength converters in all-optical networks. In particular, we
present a general framework, based on the blocking island (BI)
paradigm, to illustrate how it can be used to solve these problems
in a unified way. We first give a brief introduction about the BI
graph network model, and then use this model to derive simple
and general algorithms that can be used in various applications
in optical networks. We discuss the implementation issues of our
algorithms and present simulation results to evaluate and compare
our solutions with other heuristic algorithms under both static and
dynamic traffic assumptions.

Index Terms—Blocking island (BI) paradigm, routing, wave-
length assignment, wavelength converters.

I. INTRODUCTION

WAVELENGTH-division multiplexing (WDM) is widely
regarded as the key technology for the next generation

Internet. Current WDM systems offer 8–32 wavelengths at
2.5–10 Gb/s/wavelength, approaching 1 Tb/s capacity, while re-
search-level systems already exceed multiple terabits in a single
fiber [1]. The flexibility of WDM optical networks has been
achieved using wavelength routing, which allows operators to
provide network node pairs with end-to-end optical channels,
known as lightpaths. However, there are many challenges that
need to be addressed before this WDM technology becomes
truly mature. One of these challenges is the optical network
resource allocation and management (ONRAM), which covers
many different issues such as routing and wavelength assign-
ment (RWA), traffic grooming, and load balancing, to name a
few. This paper focuses on the introduction and the application
of a general framework that addresses many issues in the
ONRAM problem in a unified way. This framework is based on
a clustering scheme called the blocking island (BI) [2]. The BI
is an abstraction technique of available resources in a network,
especially bandwidth. It can efficiently plan the allocation of
network resources to connection requests and provide a novel
way of identifying the bottlenecks in a network.

In this paper, we first review the basic idea of the BI and
the blocking island graph (BIG) network model. In Section IV,
we introduce a general algorithm, BI-RWA, that can solve the
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RWA problem under different assumptions: static or dynamic
traffic, and single or multiple fiber links between node pairs.
In Section V, we further apply the BI paradigm to solve the
problem of placement of wavelength converters in all optical
networks. Simulation results are presented in Section VI.
Section VII concludes the paper.

II. BLOCKING ISLAND (BI) PARADIGM

In this section, we assume all the network requests are unicast
traffic and the only quality of service (QoS) parameter taken into
account is bandwidth. The network physical topology consists
of nodes arbitrarily connected bybidirectional links. We
depict it by a network graph as shown in Fig. 1,
where . A request is defined by a triple,

, where and are distinct nodes of the
network and is the bandwidth requirement.

Introduced by Frei and Faltings [2], the BI provides an effi-
cient way of abstracting resource (especially bandwidth) avail-
ability in a communication network into different levels. The
BI clusters segments of the network according to the bandwidth
availability. A BI for a node is the set of all nodes of the
network that can be reached fromusing links with at least
available bandwidth. For example, Fig. 1 shows a 40 BI for node

.
BI has some very useful properties. Below we list a few

without proof (for a proof, please refer to [2]).

Unicity: There is one and only oneBI for a node. Thus,
if is the BI for a node, is the BI for every node in

.
Route Existence:Given a request , it can
be satisfied if and only if the nodes and are in the
same BI. For example, in Fig. 1, a request (, , 40)
cannot be satisfied becauseand are not in the same
40 BI, while a request ( , , 40) can be satisfied because

and are in the same 40 BI.
In other words, to check for a route existence between two

nodes (given a required bandwidth,), all we need to do is to
check whether the two nodes belong to the sameBI or not.

Inclusion:If , the BI for a node is a subset of the
BI for the same node.

Partition: BI induces a partition of nodes in a network.
Using the concept of BI, we can construct a recursive de-

composition of BIGs in decreasing order of’s, e.g.,
. We call this layered structure of BIGs a blocking

island hierarchy (BIH). We give an example of BIH in Fig. 2.
On the bottom of the hierarchy there is a 0 BI abstracting the
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Fig. 1. A network topology (NSFNet) where the available bandwidth on a link is given in brackets.L (x) refers to linkn which hasx available bandwidth.
N = (V ; V ; V ; V ) is 40 BI for nodeV .

smallest resource requirement. The whole network is abstracted
into a single node, since the network is connected.

Given a request , based on the BIG, we
immediately know whether the request can be satisfied or not
by using the “routing existence” property. It may be argued that
a link-state routing protocol and Dijkstra’s algorithm are also
capable of checking the route existence. However, one of the key
requirements of resource allocation in communications systems
is the ability of responding very quickly to the question: Can I
have a route between and with a bandwidth ? Thanks
to the route existence property of the BI paradigm, unlike the
link-state routing, this question can be answered without having
to compute a route.

With this abstraction technique, instead of studying the whole
network topology, we focus our attention only on a small seg-
ment. A BIG allows us to get a clear picture about the load
as nodes and links with enough resources are hidden behind an
abstract node. In particular, network bottlenecks are identified
by the interlinks between the BIs.

After the allocation of a request, it is possible that some BIs in
the BIH have to be split, for there is not enough bandwidth left.
For example, in Fig. 1, if we assign a route

with 40 bandwidth, the 40 BI will be split into two 40 BIs:
( , , ) and ( ). This splitting means that some requests
that can be satisfied before the allocation of the route cannot be
satisfied anymore. Based on analysis of the consequences that
a given route has on the BIH, a routing heuristic called “min-
imal splitting” (MS) is proposed. The difference between this
heuristic and others is that it tries to find a route which does
not provoke a split in the BIH. If the splitting is unavoidable,
we would rather select a route which incurs the fewest split-
tings, since the more splittings, the worse the situation gets in
terms of future requests. Using the MS heuristic, first, we take
the shortest route that does not affect the BIH. Second, if there is
no such route, we take the route that causes the fewest splittings.

The MS heuristic has a very good load balancing effect and the
implicit objective of this heuristic is to reserve the largest pos-
sible resources possible for the future requests.

III. BIG N ETWORK MODEL

Define a network topology for a given WDM
optical network, where is the set of nodes, is the set of
bidirectional links, and is the set of wavelengths per fiber
link. Assume this is a single-fiber network without wavelength
converters, then the set of wavelengths on each fiber link is the
same. Each connection request needs to be allocated along a
route and assigned one wavelength. In particular, the network
can be abstracted into BIGs. Each BIG starts with one
BI representing one of wavelengths and having the same
topology as the original WDM optical network. Hence, the BIG
network model BIG can be obtained from
a given network topology as follows. The topology of is
replicated times denoted by . Each BIG

is composed of one BI representing a wavelength and the
link capacity is one.

It is obvious that this BIG network model is a simplified BIG.
All the properties such as unicity, partition, and route existence
still hold.

For a general network, the implementation of the MS
heuristic is difficult and time consuming, since all routes must
be computed in order to determine which one satisfies the
requirement best. On the other hand, the proposed BIG network
model is a simplified BIG, hence, the available bandwidth
on each link is either 1 or 0 (which means there is only one
BIH level). We also propose to approximate this heuristic by
combining it with another heuristic (in our case, we use the
shortest path heuristic).

1) Compute different routes according to the shortest path
heuristic ( -alternate shortest paths). In our case, the
“ different routes” is not a set of edge-disjoint shortest
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Fig. 2. BIH for bandwidth requirement (40, 20, 10).

paths. The paths in the set may share same links, but there
is at least one different link between any two paths of this
set.

2) Order them according to the minimal splitting criterion.
3) If the routes have the same minimal splitting number, we

use some other heuristics (such as the most-loaded-link
heuristic) or select the route randomly.

IV. BI-RWA A LGORITHM

In a wavelength-routed WDM network, a lightpath (e.g.,
wavelength continuous path without processing in the inter-
mediate nodes) is first established between two network nodes

before communication takes place. A lightpath may span mul-
tiple fiber links and must occupy the same wavelength on all
the fiber links it traverses if there are no wavelength converters.
This property is known as the wavelength continuity constraint.
In order to satisfy a lightpath request in a wavelength-routed
WDM network, we not only need to consider routing, but
the wavelength selection as well. Given a set of connection
requests, the problem of setting up a lightpath by routing and
assigning a wavelength to each connection is called the routing
and wavelength assignment (RWA) problem. In this section,
we propose a new RWA algorithm using the BI paradigm. The
algorithm proposed can be applied to any WDM network with
an arbitrary topology.
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Briefly, we first transform the network topology into a BIG
network model. Then we use the route existence property to de-
cide if the request(s) can be satisfied or not by checking whether
the two end nodes are in the same BI of at least one BIG. If they
are satisfied, we do the routing and wavelength selection and
several heuristics are employed to get the “best” one.

Before describing the algorithm, some concepts need to
be explained.The splitting numberfor a route is equal to
the number of BIs that will be newly generated if the route
is removed from the current BI.The most-loaded linkfor a
route means that in a route, there is a link on which the most
wavelengths have been used. Also, here we assume traffic is
static. Our goal is to maximize the number of accepted requests
given a fixed number of wavelengths per fiber link.

Static BI-RWA
Input:
A set of connection requests

Output:
Whether the network could satisfy all the

requests or not
Description:
1: Transform the network topology into a
BIG network model.
2: Order all the connection requests in
decreasing length of their minimum number
of hops (MNH) distance (MNH distance is
calculated using any shortest-path algo-
rithm, e.g., Dijkstra. Paths with equal
lengths are ordered randomly.).
3: Select an unallocated request ,

. If the request set is empty
then go to step 7.
4: Check route existence. If all the re-
quests exist, assign the request to each
possible wavelength BIG and calculate
alternate shortest paths. If they do not,
go to step 7.
5: Route and wavelength selection. Now
we have a set of candidate routes in
different BIGs. Compute the splitting
number and the most-loaded link for each
route. Find one with the minimum split-
ting number. If the minimum splitting
number is the same, locate the route
whose most-loaded link has the most number
of available wavelengths. If there are
still several routes, pick up one with the
shortest MNH distance.
6: Get the route and corresponding wave-
length. Reconstruct the BIGs.
7: If the request set is empty, output the
result; otherwise, output can not be sat-
isfied.

In order to get a more optimal result, a backtracking scheme
is added to the algorithm (please refer toAlgorithm 1 ) as long
as time is allowed. In step 4, if all the requests cannot be satis-
fied individually, instead of going to step 7, we backtrack to the
previous request and try another of alternate routes. Notice
this algorithm may not find a solution even if one exists, since
it looks at shortest paths only. In step 5, several heuristics
are employed to get the “best” route and wavelength. The first
heuristic tries to keep the integrity of the BIs intact. It is equiva-
lent to keeping the connectivity of each node pair, since the link
capacity is one. The second heuristic is to reduce the resource
consumption by picking up the shortest path. The third heuristic
balances the network load by adjusting the most-loaded links
(most number of wavelengths in the link has been used).

If the requests arrive dynamically, we need to do a few modi-
fications to the original algorithm (please refer toAlgorithm 2 ).
For example, we can not order the requests and the backtracking
scheme is impossible.

Dynamic BI-RWA
Input:
Dynamic traffic requests

Output:
Block or accept the request

Description:
1: Transform the network topology into a
BIG network model.
2: A connection request arrives. Based
on the arriving time of the request, re-
construct the BIG.
3: Check the request using the route
existence property in each BI. If it ex-
ists in some BI, calculate alternate
shortest paths; if it does not exist in
any BI, it is blocked.
4: Route and wavelength selection (the
same as the static case).
5: Allocate the request and go to step 2.
6: Get the route and corresponding wave-
length. Reconstruct the BIGs.
7: If the request set is empty, output the
result; otherwise, output can not be sat-
isfied.

If there are multiple fibers per link in the network graph,
we adopt the node architecture proposed in [5]. Since an

-fiber -wavelength network is functionally equivalent to
an -wavelength network with partial wavelength conver-
sion of degree , we only need to modify the link capacity
between each node pair. In this case, the link capacity is equal
to the number of fiber links. The rest of the algorithm can still
apply to the new graph.

If there are wavelength converters in the network graph, as-
suming we know the placement of converters and the conversion
range of those converters, we simply replace the original BIG
with the modified BIG as the initial input graph. We modify the
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original BIG by adding virtual links to represent the increasing
connectivity between each node pair. The weight of virtual links
is zero.

For the static traffic, usually time is not a big concern, so here
we only discuss the time complexity of the dynamic RWA algo-
rithm. The most common operation in the dynamic RWA is the
BI construction. The BI for a given node of a network can be
obtained with a simple greedy algorithm. Starting with an initial
set , we recursively add every node to the set if the node can
be reached from any other node in the set by a link that has at
least available bandwidth. In the worst case, this construction
process will examine all links. Therefore, theBI construction
process is linear in , where is the number of links in the
network ( ). If the request cannot be satisfied, it will be
determined immediately by using the route existence property.
The computation time, in this case, is only the time of recon-
structing the BIG, which is , where is the number
of nodes and is the number of links in the network ( ,

). is the number of wavelength in the network.
If the request can be satisfied, the running time is equal to the
combination of 1) reconstruction time; 2) alternate shortest
paths; 3) route and wavelength selection; and 4) assign route
and wavelength and reconstruction time. That is,

, where
is a constant and is a constant. So the running time is linear
in .

V. PLACEMENT OF WAVELENGTH CONVERTERS

In simple WDM networks, a connection must be established
along a route using a common wavelength on all of the links
making up the route. This constraint may be removed by the in-
troduction of wavelength converters, which are devices that take
the data modulated on an incoming wavelength, and transfer
it to a different outgoing wavelength. Obviously, wavelength
converters improve the network blocking performance. Ideally,
each node in the network is able to remove the wavelength
constraint completely. However, because of the expensive hard-
ware cost and node complexity, we usually only have a limited
number of converters. As a result, an important problem arises.
Given a limited number of converters, how do we place them in
the network so that maximum network performance improve-
ment is achieved?

There are two cases of wavelength conversion. 1) Complete
conversion. In this case, any wavelength can be converted into
any other wavelength and such wavelength converters exist in
every node. 2) Limited number of converters and limited range
of conversion. This means only part of the network nodes have
wavelength converters and those wavelength converters may
only have a limited range of conversion. The limited range of
conversion means either it can only translate limited incoming
wavelengths or the translation capacity is limited. In the second
case, we can have three network scenarios: 1) a limited number
of nodes are provided with full range convertibility; 2) con-
verters with limited range of wavelength conversion are placed

at all nodes; and 3) converters with limited range of wavelength
conversion are placed at a subset of nodes.

The placement of limited-range wavelength converters at
a subset of nodes is an NP-complete problem in an arbitrary
WDM mesh network [3]. It was shown that an appropriate
placement of limited-range wavelength converters could result
in reduced blocking probability and low distortion of optical
signals. Lee and Li [3] proposed a shortest-path routing
algorithm to reduce the number of converters. The node config-
uration they employ is called “share per node,” and they assume
every node is equipped with the same and limited number
of full-wavelength converters (FWCs). Notice the concept of
FWC is different from our wavelength converter. FWC can only
convert one incoming wavelength to any outgoing wavelength.
So if a node is provided with full wavelength convertibility,
the number of FWCs needed is equal to the total number of
outgoing channels of that node. Based on the concept proposed
in [3], Xiao and Leung [11] improve the result by using a
simulation-based optimization approach. To the best of our
knowledge, this allocation requires the smallest number of
FWCs to achieve a given blocking probability. [3] and [11]
mainly focus on the type-wavelength converter placement
problem. In terms of type-and wavelength converter place-
ment problems, the benefits of using wavelength converters in
wavelength routed all-optical networks have been studied in [4]
and [12]–[15] under various assumptions. Usually, the analyt-
ical models are derived from simple topologies and algorithms
are proposed under statistical independence assumptions.
Although good performance can be obtained, those algorithms
are restricted to the specific cases and independence assump-
tions. Wanet al. [17] and Subramanianet al. [16] consider the
optimal placement of wavelength converters. Wan shows the
optimal placement is tractable in topologies like trees and trees
of rings. Subramanian considers the placement of wavelength
converters on a path assuming link-load independence.

In this paper, we propose a heuristic algorithm based on the
BI paradigm to place a limited number of converters at a subset
of nodes in arbitrary network topologies. We adopt the simu-
lation-based optimization approach, in which we first collect
the utilizing statistics of each node, and then perform the op-
timization of the allocation of wavelength converters. In the
simulation, we show, by optimizing the placement of a limited
number of wavelength converters, the blocking performance is
very close to that of a network with full wavelength conversion
at every node. We also compare our algorithm with the best ex-
isting allocation. The results demonstrate that our algorithm can
greatly reduce the overall blocking probability.

The basic idea of our algorithm is simple: Try to find the most
congested nodes and place converters on them. Since the BI par-
adigm balances the load in the whole network by keeping the
integrity of the BIs intact, we could easily decide the bottle-
neck links using the BIH. We also record the utilization statis-
tics for each node through processing the incoming traffic gen-
erated by computer simulation. Based on the statistics of each
node and the bottle neck links in the BIH, we place the wave-
length converters.
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A. Static Traffic

If the incoming traffic of computer simulation is static, we
first assume full conversion at any node. This means there is no
wavelength assignment problem. We treat the network as one
BI with the link capacity equal to the number of wavelengths.
Since the traffic is static, we know all the requests in advance.
According to the bandwidth requirements, we build the BIH.
We also record the utilization statistics for each node. After pro-
cessing all the traffic requests, we check the BIH and utiliza-
tion statistics to identify bottleneck links and nodes with a high
volume of traffic. Then we place wavelength converters at those
nodes. Please refer toAlgorithm 3 for the detailed algorithm.

B. Dynamic Traffic

We deal with the dynamic traffic case as follows. We first
need to obtain certain network statistics of the arbitrary WDM
network by simulation. Every time a connection request arrives,
we reconstruct the BIH and record the bottleneck links. We also
record the call duration statistics for each node. That is, for each
transmission, how long the corresponding nodes are occupied.
After testing enough requests, we calculate thetightnessof each
link and call duration statistics for each node. For any link, we
define the number of times a link is a bottleneck link byand
the total number of connection requests by. Then

Tightness of a link

Order all the links in decreasing value of tightness and order
all the nodes in decreasing value of call duration statistics. The
first link in the list with the highest call duration statistics has
the highest priority to put a converter on one of its two nodes.
The second link has the second highest priority, and so on.

Static Converter Placement
Input:
A set of static traffic requests and

converters
Output:
The placement of those converters

Description:
1: Transform the network into a network
without wavelength constraint.
2: Build the BIH based on the bandwidth
requirement.
3: Order traffic requests by decreasing
length of MNH distance.
4: Select an unallocated traffic re-
quest and route it using the lowest level
heuristic [2] . The principle is to route a
request in the lowest BI, where BI is
the highest bandwidth requirement BI that
accommodates the endpoints of the request.
If the request can not be routed, record
blocking information.
5: Update BIH.

6: If the request set is empty, go to step
7; otherwise, go to step 4.
7: Check the utilization statistics for
each node to order nodes in the decreasing
order of traffic volume. Also check the
BIH to identify the most congested links
(bottleneck links).
8: Using the congested links and the sta-
tistics of traffic volume to decide
most congested nodes and place converters
on them.

VI. NUMERICAL RESULTS

Simulations have been carried out to examine the per-
formance of placement of wavelength converters and the
performance of the BI-RWA algorithms, using the NSFNet
with 14 nodes and 21 links. The placement problem is also
studied in a randomly generated topology [5], shown in Fig. 3,
with 15 nodes and 29 links. We use the same dynamic traffic
generator model employed in [5]. Calls (requests) arrive at each
node according to an independent Poisson process with arrival
rate . An arriving session is equally likely to be delivered to
any node in the network. The session holding time is exponen-
tially distributed with mean . Thus, the load per node
pair is , where is the number of nodes in
the network. Note that a node may engage in multiple sessions
and several sessions may be simultaneously conducted between
an node pair. In our simulation, extensive tests are carried
out to ensure a steady state is reached.

A. Wavelength Converter Placement

The placement of wavelength converters (WCs) is evaluated
using the NSFNet as well. We first identify the most congested
links with uniform traffic. Then we order the nodes according
to the bottleneck links. In our case, we select the five most con-
gested nodes to place wavelength converters:; ; ; ; and

. Those five nodes are then evaluated in Fig. 4 with dynamic
traffic, where ten wavelengths for each fiber are considered. In
the dynamic case, we place FWCs onto those nodes to evaluate
the call-blocking probability. Results show a strong correlation
between the degree of a node and its transit traffic.

The assumption made for the simulation in Fig. 4 is that the
incoming dynamic traffic has a “steady” pattern. In our case,
we assume that the statistics can be obtained by running the
simulation with the uniform traffic. It is very difficult to identify
both the optimal number and location of WCs to minimize the
total cost of the network. From a more practical perspective, we
simply let our “cost” decide how many WCs we can have and
then try to optimize the location instead.

Fig. 4 shows the benefit of using a limited number of WCs,
which can achieve a lower blocking probability (compared with
the case with no WCs) at a lower hardware cost (compared with
FWCs) by optimizing the location in the network. In Fig. 4,
we can see that at lower loads, the blocking probability with
WCs is significantly lower, while at higher loads, the network
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Fig. 3. Randomly generated topology with 15 nodes and 29 links.

Fig. 4. Blocking probabilities for NSFNet with and without converters.

without WCs has low blocking probability (crossover effect).
This phenomenon is due to the suboptimal routing algorithm.
Since the networks are usually designed to only have below 1%
or 2% blocking probability, this need not be considered.

The randomly generated topology (Fig. 3) has been explored
in Fig. 5. We assume the number of wavelengths is eight, and
this is a single-fiber all-optical network. The allocation and
RWA algorithm we use to do the comparison is proposed in
[11]. To our knowledge, it is the best existing allocation scheme
without being restricted to any particular network model or
assumption. Because this allocation scheme is proposed in
a different node configuration called “share per node,” we

Fig. 5. Overall blocking probability in the randomly generated topology with
eight wavelengths per link. The plot shows simulation values for no conversion,
complete conversion, limited number of WCs, and limited conversion
with degree one and two. In the limited number of WCs, we compare the
performance of our algorithm with the best existing allocation.

need to modify the algorithm so that it can be applied in this
scenario. Based on the node statistics and bottleneck links,
we place WCs at corresponding nodes. In this example, we
place FWCs at four nodes. They are , , , and
in our algorithm and , , , and in the best
existing allocation scheme. In Fig. 5, we can see the blocking
probability of both algorithms is much better than that of no
wavelength conversion. And our method can give significantly
better performance. For example, when the load is 50 Erlang,
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TABLE I
SIMULATION RESULT. N IS THE NUMBER OF NODES IN THENETWORK. L IS

THE NUMBER OF LINKS IN THE NETWORK. [6] IS THE RESULT OF OUR

IMPLEMENTATION OF THE ALGORITHM IN [6].

the blocking probability of our method and the best existing
allocation scheme is 2.3% and 4.1%, respectively.

Fig. 5 also shows a better performance can be obtained by
putting a limited range of WCs at every node. The blocking
probability is reduced significantly when the degree of conver-
sion is one. When the degree of conversion is two, the perfor-
mance is very close to that of the complete wavelength conver-
sion. However, putting a limited range of WCs at every node is
still very expensive. As a compromise, we may consider putting
a limited range of WCs at limited nodes.

Our algorithm, which is based on the BI paradigm, allows us
to get an intuitive and clear picture about the load distribution
with “noncritical” nodes hidden in an abstract node. In addi-
tion, our algorithm is general enough to be applied to any ar-
bitrarily connected networks. With the help of the BI-RWA al-
gorithm, we can easily manage and balance network resources
(especially bandwidth and converters).

B. Static BI-RWA

For the static traffic, one of the most important goals is to
minimize the number of wavelengths needed to accommodate
the given requests. The proposed BI-RWA algorithm with
backtracking is applied to several existing or planned network
topologies to verify its efficiency. The networks considered are
the ARPANet [7], NSFNet [8], the European Optical Network
(EON) proposed in [9], and a hypothetical UK topology
reflecting the current BT networks [10]. Note, those topologies
are also evaluated in [6] and the results in [6] are near optimal.
In our simulation, we assume the incoming connection requests
are uniform. There is a single-fiber WDM optical network
without WCs. The simulation results are shown in Table I.
As can be seen, the application of the BI paradigm can lead
to optimal or near-optimal results, and sometimes compare
favorably with those in [6].

The lower bound is calculated in [6]. It means the minimum
number of distinct wavelengths required to support the uniform
traffic. The lower bound may not always be achieved using
heuristic algorithms. However, it is a very useful measure for
any lightpath allocation algorithm to see how far it is from the
optimum. In brief, we need to find a cut in the topology. Say,
there are five nodes on one side of the cut and nine nodes on the
other side, and three links go through the cut. So we can calcu-
late that in order to satisfy a uniform traffic, at least
routes have to be set up between the left-hand side nodes and
right-hand side nodes. Then, at least wavelengths
for each of the three links are needed to support those routes.

Fig. 6. Blocking probabilities for the NSFNet with eight wavelengths.

C. Dynamic BI-RWA

As for the dynamic traffic, according to a recent survey
on RWA approaches [18], we compare our algorithm with
well-reputed algorithms such as fixed routing with first-fit
wavelength assignment (FR/FF); fixed routing with most
used/pack wavelength assignment (FR/MU); alternate routing
with most used/pack wavelength assignment (AR/MU); alter-
nate routing with random wavelength assignment (AR/RAN);
and alternate routing with distributed relative capacity loss
(AR/DRCL). DRCL is based on relative capacity loss (RCL)
and is more efficient in a distributed environment. In [18],
AR/DRCL offers the best performance.

In Fig. 6, we assume there is a single-fiber WDM optical net-
work without WCs. The number of wavelengths on each link
is eight. Results show that the BI-RWA has the best perfor-
mance, followed by AR/DRCL, AR/MU, AR/RAN, FR/MU,
and FR/FF. For example, in the case , when the total
load is around 35 Erlang, the blocking probability using the
BI-RWA is only 4.85 , compared to 1.18 using
FR/FF, 1.15 using FR/MU, 9.175 using AR/MU,
9.9 using AR/RAN, and 7.9 using AR/DRCL.
The simulation results favorably compare our proposed algo-
rithm with the related algorithms.

In Figs. 7 and 8, the dynamic multifiber RWA algorithm is
evaluated. The network is treated with even links and unit basic
cost. The network with even links means the same number of
fibers for every link. The unit basic cost means each fiber for
every link has a unit cost. We assume eight wavelengths per
fiber.

Fig. 7 shows the call blocking probability of NSFNet with
two fibers per link, and Fig. 8 shows call blocking probability of
NSFNet with five fibers per link. As expected, the blocking per-
formance improves dramatically with the use of multiple fibers.
For example, at a blocking probability of 0.04, in the single-fiber
case ( , ), the load is about 38, while in the
two-fibers case ( , ), the load is about 90, and
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Fig. 7. Blocking probabilities for the NSFNet with two fibers per link, e.g.,
FR/FF_2_8 means FR/FF algorithm withjF j = 2 andjW j = 8.

Fig. 8. Blocking probabilities for the NSFNet with five fibers per link, e.g.,
FR/FF_5_8 means FR/FF algorithm withjF j = 5 andjW j = 8.

the throughput increases nearly 137%. And in both figures, our
algorithm consistently obtains a much lower blocking proba-
bility than the other algorithms.

All these results show that when the load is relatively low
in each case (that means the RWA algorithm plays a more im-
portant role in handling resources, since there are more free
resources, and with a better management and allocation, a re-
quest is more likely to be accepted), the BI-RWA performs much
better than the other algorithms.

VII. CONCLUSIONS

In this paper, inspired by some artificial intelligence abstrac-
tion concepts, we have designed a framework to solve the prob-
lems of placement of WCs as well as RWA in all optical net-
works. A simple heuristic for the placement of WCs in an ar-

bitrary mesh network and a general RWA algorithm have been
proposed. Simulation results have demonstrated that our algo-
rithms performed very well under various networking scenarios.
We believe that this framework would provide a general ap-
proach to solve various additional problems in the ONRAM,
including traffic grooming, optical traffic engineering, and net-
work failure allocation/recovery.
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